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Overview
Current limits in 3D vision

CroCo: Self-Supervised pretraining for 3DV

DUSt3R: towards a unified 3DV model

MASt3R: grounding matching in 3D

Conclusion & next steps
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What is 3D vision?
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What is 3D vision?

Monocular Depth estimation
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What is 3D vision?

Visual

Localization
Large-scale 3D

 reconstruction

Monocular Depth estimation

Point matching

Multi-view pose estimation

PixSfM [ICCV’21]
RelPose++ [arXiv’23]

PoseDiffusion [ICCV’23]

…

GeoWizzard [arXiv’24]

Depth Anything [CVPR’24]

UniDepth [CVPR’24]

…

R2D2 [NeurIPS’21]

LoFTR [CVPR’21]

DKM [CVPR’23]

RoMa [CVPR’24]

…

COLMAP [CVPR’16]

OpenMVS
OpenSFM

…

Hloc [CVPR’19]

Kapture [arXiv’20]

PixLoc [CVPR’21]

ACE [CVPR’23]

…

… and many more: SLAM, calibration, MVS, …13From CroCo to MASt3R - Naver Labs Europe



Why seek a unified model?

Q/A

Named entities recognition

Translation

Dialogue systems

Sentiment analysisText generation

Conversations

Long text 
summarization Part-of-Speech Tagging

Paraphrasing

Coding / programming 

The NLP case 
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Why seek a unified model?

• “Foundation models for 3DV”?
• Weakly-supervised pretext task → useful for many downstream tasks

• Many definitions, no consensus yet

• Several CVPR workshops on the question

• Non-exhaustive listing of relevant works
• “Scene Representation Transformer: Geometry-Free Novel View Synthesis Through Set-Latent Scene Representations” [CVPR’22]

• “FlowCam: Training Generalizable 3D Radiance Fields without Camera Poses via Pixel-Aligned Scene Flow” [NeurIPS’23]

• “Where are we in the search for an Artificial Visual Cortex for Embodied Intelligence?” [NeurIPS’23] → FM for robotics

• “PonderV2: Pave the Way for 3D Foundation Model with A Universal Pre-training Paradigm”, [arXiv’23] → mostly semantic tasks

• “FoundationPose: Unified 6D Pose Estimation and Tracking of Novel Objects” [CVPR’24] → for object pose estimation and tracking

• “Scalable Pre-training of Large Autoregressive Image Models” [arXiv’24] → LLM for images 

• “FMGS: Foundation Model Embedded 3D Gaussian Splatting for Holistic 3D Scene Understanding” [arXiv’24] → DINOv2 with 3DGS

• “Probing the 3D Awareness of Visual Foundation Models” [arXiv’24] → only monocular models, DINOv2 &  StableDiffusion work best15From CroCo to MASt3R - Naver Labs Europe



Foundation model for 3D vision

• Minimal model capabilities:
• Ability to establish correspondences between images (matching)

• Ability to infer 3D geometry 
• from priors & from SfM

• Ability to infer relative pose (motion)

• Ability to decompose motion and lighting  effects or long-term changes
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

A guessing game:  
 what’s masked?

?

Philippe Weinzaepfel, Vincent Leroy,  Thomas Lucas, Romain Brégier,  Yohann Cabon,  
Vaibhav Arora,  Leonid Antsfeld,  Boris Chidlovskii , Gabriela Csurka, Jérôme Revaud
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• Self-supervised learning (SSL)
• Utilizes unlabelled data to learn useful features for downstream tasks

• Can be used for various computer vision tasks such as object detection, 
segmentation, and image generation

• Shows promising results and has been used in state-of-the-art models.

• Masked Modelling as a Key SSL Technique 
• Originally for text (MLM), in BERT, 2018

• Goal: train a model to predict randomly-masked “parts” in the input

• CroCo is strongly inspired by Masked Auto-Encoder (MAE) [He et al., CVPR’22]

CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

?

Reference view Query view
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

?

Reference view Query view

Image matching 
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

?

Reference view Query view

Image matching 

Relative pose assessment
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

?

Reference view Query view

Image matching 

Depth estimation

Relative pose assessment
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

?

Reference view Query view

Image matching 

3D shape priors

Depth estimation

Relative pose assessment
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

?

Reference view Query view

Image matching 

3D shape priors

Depth estimation

colorimetric adjustment

Relative pose assessment
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

Reference view Query view

Image matching 

3D shape priors

Depth estimation

colorimetric adjustment

Relative pose assessment
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CroCo: 
Self-supervised learning with Cross-View Completion

[NeurIPS’22] [ICCV’23]

Reference view Query view

More complex cases:

• intricate 3D shape,
• strong baseline,  
• specularities,
• …
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CroCo: 
Self-supervised learning with Cross-View Completion

Patchify

Reference

Masked query

ViT
encoder

ViT
encoder

Shared 
weights

Transformer
Decoder

Head

Cross-attention

Reconstructed query
Query image

Random 
masking

Patchify
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CroCo: 
Self-supervised learning with Cross-View Completion

Patchify

Reference

Masked query

ViT
encoder

ViT
encoder

Shared 
weights

Transformer
Decoder

Head

Cross-attention

Reconstructed query
Query image

RGB L2 loss

Random 
masking

Patchify
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● What does it truly learn?
● many cases can be resolved with good 

priors
● To what extent is the reference view 

helpful?



  



  



  



Pre-training data

2M image pairs from the Habitat simulator 
[Savva et al., ICCV’19]

+ 5M training real image pairs
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Monocular downstream tasks
CroCo encoder for monocular tasks

Semantic tasks
• Image classification
• Semantic

segmentation

Geometric tasks
• Monocular depth (NYUv2)
• curvature, depth, edges,  

keypoints2d, keypoints3d,  
normal, occlusion, reshading

34From CroCo to MASt3R - Naver Labs Europe



Binocular downstream tasks
CroCo encoder+decoder for stereo and optical flow
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CroCo: summary

• Self-supervised pretraining 
• Specifically designed for 3D vision, inherently multi-view 

• Arguably and provably learns important “bricks” of 3D vision

• Generic architecture, easily adaptable for any 3DV downstream task

• CroCo lays the foundation for a unified model
• But nothing is unified yet (each downstream task is finetuned separately)

   ➔ still seeking for a unified model …

https://github.com/naver/croco
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Unifying all 3D vision tasks?

• Could “dense 3D reconstruction” be a “super task” for 3DV?

“Structure-from-Motion Revisited”, “Pixelwise View Selection for Unstructured Multi-View Stereo”, Schonberger et al., in CVPR’16 & ECCV’16
41From CroCo to MASt3R - Naver Labs Europe



“Structure-from-Motion Revisited”, “Pixelwise View Selection for Unstructured Multi-View Stereo”, Schonberger et al., in CVPR’16 & ECCV’16

Unifying all 3D vision tasks?
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“Structure-from-Motion Revisited”, “Pixelwise View Selection for Unstructured Multi-View Stereo”, Schonberger et al., in CVPR’16 & ECCV’16

Unifying all 3D vision tasks?

COLMAP’s official restrictions
• Capture images with good texture. 

• Avoid texture-less images

• Capture images at similar illumination conditions
• Avoid high dynamic range scenes 

• Avoid specularities on shiny surfaces

• Capture images with high visual overlap. 
• each object in at least 3 images – the more the better

• Capture images from different viewpoints. 
• Do not take images from the same location by only rotating the camera, e.g., make a few steps after each shot

• At the same time, try to have enough images from a relatively similar viewpoint
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Unifying all 3D vision tasks?

• 3D reconstruction is a “super-task” ☺ 
• intrinsically connected to all other 3DV tasks

• Current solution is problematic  
• Brittle, requires enough images & overlap & textures & viewpoints

• Heavily handcrafted at all levels
• An engineering hell!

• Multiple minimal problems solved sequentially
• No internal collaboration between them

• Slow 
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How to reconcile 3D reconstruction and DL?

images

normals

Depth 
maps

intrinsics

extrinsics 
(poses)

3D point-
cloud

mesh

…

SfM + MVS
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How to reconcile 3D reconstruction and DL?

• Direct RGB-to-3D
• Monocular depth estimation

• Quite handcrafted
Metric3D, by Yin et. Al., [ICCV’23]
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How to reconcile 3D reconstruction and DL?

• End-to-end training of a differentiable version of the SfM pipeline

VGGSfM (Visual Geometry Grounded Deep Structure From Motion), by Wang et. Al., [CVPR’24]
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How to reconcile 3D reconstruction and DL?

• 2-views SfM as a regression problem?
• DeMoN [CVPR’17]

• DeepTAM [IJCV’20]

• DeepV2D [ICLR’20]
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How to reconcile 3D reconstruction and DL?

• 2-views SfM as a regression problem?
• What’s a good parameterization of the output space?

➔ “Pointmap”
• 1-to-1 mapping between pixels and 

their corresponding 3D points

• All geometric 3DV tasks manipulate 
2D-3D correspondences somehow!

Note: similar considerations made by UniDepth [CVPR’24]
(Depth prediction should be conditioned on intrinsics, 
 output space matters a lot)
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Shuzhe Wang
Aalto University

Vincent Leroy
Naverlabs Europe

Yohann Cabon
Naverlabs Europe

Boris Chidlovskii
Naverlabs Europe

Jérome Revaud
Naverlabs Europe

DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction
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• Pointmaps as a proxy output that:
• capture 3D scene geometry (point-cloud)

• connect pixels  3D points

• spatially relate 2 viewpoints (relative pose)

Unconstrained
image collection

(no pose, 
no intrinsics)

DUSt3R

Corresponding 
pointmaps

(dense 2D 3D 
mappings)

DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

• Pointmaps as a proxy output that:
• capture 3D scene geometry (point-cloud)

• connect pixels  3D points

• spatially relate 2 viewpoints (relative pose)

Unconstrained
image collection

(no pose, 
no intrinsics)

DUSt3R

Camera calibration

Depth estimation

Pixel correspondences

Camera pose estimation

Dense 3D reconstruction

Monocular 

Multi-View

Pairwise (relative)

Multi-View

Visual Localization
Corresponding 

pointmaps

(dense 2D 3D 
mappings)
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

Patchify

Second image

First image

ViT
encoder

ViT
encoder

Shared 
weights

Patchify

Transformer
Decoder1

Head1

Cross-attention

Start from CroCo …
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

Patchify

Second image

First image

ViT
encoder

ViT
encoder

Shared 
weights

Patchify

Transformer
Decoder1

Head1

Transformer
Decoder2

Head2

Confidence 
𝐶1 ∈ ℝ𝑊×𝐻

Pointmap 
𝑋1,1 ∈ ℝ𝑊×𝐻×3

Confidence 
𝐶2 ∈ ℝ𝑊×𝐻

Pointmap 
𝑋2,1 ∈ ℝ𝑊×𝐻×3

Common reference 
frame of image 𝑰𝟏

Camera1

Camera2

Cross-attention

Start from CroCo and add a 2nd decoder
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

scale-invariant 
regression L1 loss

Patchify

Second image

First image

ViT
encoder

ViT
encoder

Shared 
weights

Patchify

Transformer
Decoder1

Head1

Transformer
Decoder2

Head2

Confidence 
𝐶1 ∈ ℝ𝑊×𝐻

Pointmap 
𝑋1,1 ∈ ℝ𝑊×𝐻×3

Confidence 
𝐶2 ∈ ℝ𝑊×𝐻

Pointmap 
𝑋2,1 ∈ ℝ𝑊×𝐻×3

Common reference 
frame of image 𝑰𝟏

Camera1

Camera2

Cross-attention

GT1

GT2
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

• Training data
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DUSt3R
Downstream Applications

1. Point Matching

Achieved by mutual nearest neighbor (MNN) 
search in the 3D pointmap space. 
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DUSt3R
Downstream Applications

2. Recovering intrinsics

Assuming that the principal point is approximately centered, we can extract the focal lengths from the raw 
pointmaps.

Despite the lack of any explicit priors, output pointmaps well respect the pinhole camera model!

Left: Average absolute error of field-of-view (FoV) estimates.
Right: Average 2D reprojection accuracy (%) at the threshold of 1% of image diagonal.
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DUSt3R
Downstream Applications

3. Visual Localization

Different ways of doing it, the most simple is from 2d 
correspondences + PnP
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DUSt3R
Downstream Applications

4. Multi-view Pose Estimation
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DUSt3R
Downstream Applications

5. Mono Depth Estimation 6. Multi-view Depth
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DUSt3R
Downstream Applications

7.   3D Reconstruction Hall video
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The same model works indoor …

… and outdoor
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… and close-up objects …

…on 
large-scale outdoor scenes…
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

Robust, works under any number 
of images, any overlap, any 
texture, any viewpoints

Simple, minimal handcrafting

Solves problems altogether

Fast! Takes a few seconds

DUSt3R is:

https://github.com/naver/dust3r
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

• Failure cases 1/3

?
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DUSt3R: 
Dense Unconstrained Stereo 3D Reconstruction

• Failure cases 2/3

?
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● Generalization to OOD



DUSt3R: limitations

• Limitations of DUSt3R:
• DUSt3R is extremely robust but 

lacks accuracy
• 2 views only

• intrinsic regression noise

H
an

d
cr
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d
Le

ar
n

in
g 

B
as

ed

MVS benchmark on DTU
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DUSt3R: limitations

• Best results often obtained from pixel correspondences

• But not trained explicitly for matching
• What if we did?
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Grounding Image Matching in 3D with MASt3R

Vincent LEROY, Yohann CABON, Jerome REVAUD



MASt3R: 
Matching And Stereo 3D Reconstruction

ViT
encoder

ViT
encoder

Confidence 𝐶1,1

Pointmap 𝑋1,1

Confidence 𝐶2,1

Pointmap 𝑋2,1

𝐻1

𝐻2

Head3D

Head3D
1

2

NN Geometric
 matching

(𝐻 × 𝑊 × 3)

(𝐻 × 𝑊 × 3)

Transformer
Decoder

Transformer
Decoder

Cross-attention
Shared weights
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MASt3R: 
Matching And Stereo 3D Reconstruction

ViT
encoder

ViT
encoder

Shared weights

Confidence 𝐶1,1

Pointmap 𝑋1,1

Confidence 𝐶2,1

Pointmap 𝑋2,1

𝐻1

𝐻2

Head3D

Head3D
1

2

NN Geometric
 matching

(𝐻 × 𝑊 × 3)

(𝐻 × 𝑊 × 3)

Transformer
Decoder

Transformer
Decoder

Cross-attention

Now metric!
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MASt3R: 
Matching And Stereo 3D Reconstruction

ViT
encoder

ViT
encoder

Confidence 𝐶1,1

Pointmap 𝑋1,1

Confidence 𝐶2,1
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𝐻1
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Head3D
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Head3D
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Local features 𝐹1,1

1

1

2

2
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Fast NN
Feature-based 
matching
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 matching

(𝐻 × 𝑊 × 𝑑)

(𝐻 × 𝑊 × 𝑑)

(𝐻 × 𝑊 × 3)

(𝐻 × 𝑊 × 3)

Transformer
Decoder

Transformer
Decoder

Cross-attention
Shared weights
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MASt3R: 
Matching And Stereo 3D Reconstruction

ViT
encoder

ViT
encoder

Confidence 𝐶1,1

Pointmap 𝑋1,1

Confidence 𝐶2,1

Pointmap 𝑋2,1

𝐻1
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Head3D

Headdesc

Head3D
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Local features 𝐹2,1

Local features 𝐹1,1

1

1

2

2

Fast NN
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(𝐻 × 𝑊 × 𝑑)

(𝐻 × 𝑊 × 3)

(𝐻 × 𝑊 × 3)

Transformer
Decoder

Transformer
Decoder

Cross-attention

Local Features trained with an InfoNCE loss

Shared weights
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MASt3R: 
Matching And Stereo 3D Reconstruction

• Training data:
• 14 datasets (Habitat, ARKitScenes, BlendedMVS, MegaDepth, Static Scenes 

3D, ScanNet++, CO3D-v2, Waymo, Map-free, Wild-rgb, Virtual KITTI, 
Unreal4K, TartanAir, and internal data)

• 50/50 synthetic and real scenes

• 10 datasets have metric GT

• Init from pretrained DUSt3R (same architecture)
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MASt3R: Map-Free Relocalization

𝑅12, 𝑇12 ?

Image 1 Image 2

Translation is metric   ➔   Pixel matching  alone does not suffice
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MASt3R: Map-Free Relocalization

𝑅12, 𝑇12 ?

Image 1 Image 2

Almost no overlap   ➔   Pixel matching  alone does not suffice
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60° viewpoint change 90° viewpoint change



  

90° viewpoint change 180° viewpoint change



  

45° viewpoint change 100° viewpoint change,
symmetrical object



  



  



MASt3R

Mickey w/ overlap

Mickey 

DUSt3R

FAR (LoFTR)

RoMa

FAR (SuperGlue)

KBR++ & LoFTR

KBR  & LoFTR

(PnP)  LoFTR

LoFTR

SuperGlue

 (PnP) SuperGlue

SIFT

(PnP) SIFT

MASt3R: Map-Free Relocalization

(CVPR’24) 

                  (CVPR’24) 

                  (CVPR’24) 

           (arXiv’24)

                       (CVPR’24) 

       (arXiv’24)

!! !! !! !!
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MASt3R: Relative Camera Pose

10 views 

2 views 

High accuracy, even in a low-view regime!
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MASt3R: Visual Localization

Using precomputed maps, varying number of retrieved images. 
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MASt3R: MVS on DTU
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MASt3R: MVS on DTU

In-domain
Train on DTU

OOD
Never seen before

Handcrafted

(in mm !)

➔ Matching  is  far 
     superior to regression 

Architecture and network are not task-specific: we simply triangulate matches in 3D
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MASt3R : MVS on DTU

• Fun fact
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MASt3R: summary

• Advantages over DUSt3R
• accurate correspondences, even in extreme cases

• accurate camera poses, possibly metric

• coarse metric geometry 

• Limitations
• Data-driven ➔ only good on what it knows

• Not good for long-term changes (e.g. snowy vs. sunny)

• No semantic (yet)
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InstantSplat: Unbounded Sparse-view Pose-free Gaussian Splatting in 40 Seconds. Zhiwen Fan et. al., [arXiv’24]. https://instantsplat.github.io/



  



  



Conclusion

• Dense 3D reconstruction 
• in a single step 
• without pose nor intrinsics 
 ➔ indeed a paradigm change!

• DUSt3R/MASt3R is a universal model of 3D vision tasks
• For the 1st time, unifying monocular & binocular depth estimation!
• The pointmap representation looks obvious retrospectively ☺

• Simple, neat and fast!
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What’s next?

• To-do list:
• Large-scale 
• Handle lens distortion explicitly
• Semantic MASt3R
• Novel View rendering
• SLAM
• Dynamic scenes 

• We tried, it works:
• Symmetric decoder (instead of asymmetric right now)
• DUSt3R with diffusion, but more costly
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Thank you!

• Happy to take any question ☺
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